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Abstract—In 2012, the world has observed a new approach
to educational systems named ”Massive Open Online Courses”
which leads to a greater impact on the entire world as it
transformed our traditional educational approaches. MOOCs
have rapidly moved into a place of prominence within the media,
in scholarly publications, and within the mind of the general
public Universities. According to recent studies, more than thirty
MOOC platforms are providing ethnically diverse courses to
scholars across the boundaries however it was also observed
that they can hardly follow the subjects until the end of the
course. Such conclusions pointed out that in the future it may
restrict the flourishing of such platforms and these high dropout
rates may diminish the development of MOOCs. The research
work focuses on developing an early prediction of a dropout
system for at-risk scholars in MOOCs using the deep learning
algorithm and simulating a dropout prediction model to construct
a ranking system for scholars using their dropout probability
for every week. Using this probability value the system could
be able to predict the scholar’s attitude toward the subject
and chances of dropout; thereby this system would help the
instructors to guide them at an early stage. The datasets of
MITx and HarvardX MOOC courses were used to predict scholar
dropouts by analyzing their learning patterns. The Deep Neural
Network model could make predictions better than the existing
technologies through hyperparameter tuning and optimization.
Inducing the benefits of deep learning methods helps to construct
an effective dropout prediction model and this new versatile
technique helps the tutors to prioritize intervention for those
dropouts and can be considered an effective solution to the early
dropout students in MOOCs compared to the existing works.

Index Terms—MOOCs, Dropouts, Deep learning, Early Pre-
diction, Performance Evaluation

I. INTRODUCTION

In recent years our online education system such as
Massive Open Online Courses (MOOCs) has provided a
diverse environment and attracted many participants globally.
With the rise of the internet, traditional educational systems
are replaced by web-based platforms and it has opened wide
opportunities to improve the existing educational approaches
by incorporating various learning strategies irrespective of
the physical boundaries such as classrooms [4]. The main
advantage of MOOCs over other platforms is that they are
utilizing fewer resources yet marketing those resources to a
wider range of people for instance irrespective of age anyone
can learn with this MOOC platform, thus not only in the
educational areas but also exhibits a rise in the marketing area.

Although they provide such incredible learning platforms
to the students the main drawbacks they still face are their
high dropout rates. The term student dropout indicates how
quality an educational institution provides services in terms
of knowledge as well as other factors, this applies to online
courses also. The success of a course completely depends on
the percentage of students who have completed the course
in a curriculum order. There can be many reasons for a
student to enroll in a particular course, sometimes it can be
personalized too, the main point about MOOCs is that if the
scholar is learning anything from this platform that would
be a significant gain to the organization[5,6]. Given the right
interventions to the scholars, it’s far vital to pick out the
maximum likely dropout college students so that the tutors
can assist them on time[7]. Certification and graduation,
verification of student’s identity, and being unsuitable for
complex education are the other major challenges that
MOOCs are facing [14]. Most of the MOOCs are hosted
on servers owned and controlled through edX, and data
have been saved and transferred periodically (every day and
weekly, relying upon the data set) from edX.

The research work mainly focuses on analyzing the
learning patterns of the students and simulating a Deep
Neural Network model using parameters optimization and
predicting the student dropout probability. Using these
probability values, generating a ranking system for every
student joining the course; thus a continuous evaluation of
the student will be done, and thereby the tutor could easily
identify the scholar who is more likely to drop out at an early
stage. This method can be considered an efficient method as
the existing works mainly focus on dropout prediction only.
Also, utilizing the Deep neural network model could yield
a higher prediction than the other algorithms. To compute
the output DNN uses metadata as the input and forms the
information through several layers. Through this procedure,
the system will be able to make good predictions as every
time the system is learning through individual features.
Moreover, the proposed work not only acts as a dropout
prediction model but at the same time it is also an early
warning system resulting in a decrease in dropouts in the
future; as a result, the value of MOOCs gets boosted.
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The remainder of the paper is organized as follows.Section
2 describes the related work; Section 3 describes the materials
and methods used in our research work. In Section 4, we
discuss the experimental results on the MOOC platform
to demonstrate the effectiveness of our prediction system.
Finally, in Section 5, we make conclusions.

II. RELATED WORKS

Since 2012, Massive Open Online Course (MOOC) has
been created rapidly, which picks up critical ubiquity among
both scholars and teachers, and the year of 2012 is named “The
Year of The MOOC” [1]. In spite of the awesome eagerness
for and quick development of MOOC courses and stages,
there has too been rising concern over a number of MOOC
perspectives. One feature in specific that’s troublesome to
ignore is that these gigantic courses moreover have gigantic
dropout rates [5,6].Some of the reasons for the low comple-
tion rates found out are course methodology, lack of social
interaction, and creativity. As the number of different MOOCs
continues to grow, researchers and educational technologists
are proposing innovative dropout prediction solutions to heal
the MOOC dropout headaches. Therefore, various machine
learning (ML)techniques have been successfully applied in this
particular field to obtain high dropout prediction accuracy[7].
D.F.O.Onah, J.Sinclair, and R.Boyatt proposed a method
which only focused on the behavioral patterns of the students
in MOOCs. They conducted a quiz for both the educational
instructors and the students to analyze the trends and patterns
in their social behavior[4]. Some researchers proposed differ-
ent ML baseline algorithms in building the dropouts model
using the KDD Cup 2015 data that contains the event log
of the students[3]. A major part of studies related to student
retention rate was carried out in ML areas focusing on the
socio-economic characteristics. Mushtaq Hussain / Wenhao
Zhu method was to find tout the dropout accuracy using their
course assessment score and based on the number of clicks on
the virtual environment and deployed using various machine
learning techniques[10].

III. METHODS AND MATERIALS

The work was conducted in two distinctive phases for
week by week classification where once more the phase is
partitioned into diverse modules.

• Module I : Week wise Scholar Classification using DNN
• Module II : Weekly Status Updation

A. Datasets

The dataset was obtained from the first year of MITx and
HarvardX courses, it has a total of more than a thousand plus
records of students and details about the courses involved, each
record contains information about a scholar on the platform
such as edX[13]. The dataset mainly comprises two types of
data; ”Administrative data” and ”User provided data”. Almost

18 plus attributes are contributing to the input attributes. Fig.
1 portrays those registrants whose reference is the course
enlistment date and their last exercises of seven days are given
underneath. This can be referred to in a couple of regions
as a plot of ”hazard probabilities” that portrays the pace of
trimming down in a given period. The detailed input attributes
used in the datasets are depicted in Fig. 2.

Fig. 1. Average Percentage of Last Action in a Particular Week[13]

B. Pre-processing

Replacing missing values by their mean is the maximum
often used approach to fill the data set. If the type of data is
an object replacing those with the most recurrently occurring
value and if they are found to be outliers then deleting them.
In most cases, we could see NAs and it is very much important
to take care of them. The attribute ‘incomplete flag‘ has the
highest proportion of NA however, it was found that it was
due to some typographical error during the data acquisition.
Thus this particular attribute can be safely removed. Here
concentrating more on socio-economic factors along with
scholar’s information. In Fig. 2, it was observed that some of
the values are not zero which indicates that those attributes
have some missing data and those need to be filled inorder to
proceed.

Later in analysis, it was found that some attribute features
are selfly annotating, hence removing those features also [Fig.
3]. Some registrants just viewed the courses without even
completing a particular section such cases also have a high
chance of misleading from proper predictions. So here used
an approach method to reply to our modeling capabilities
rather than just take the input file as it is by incorporating
information over a weekly basis.

Fig. 4 depicts the exploratory data analysis of the attribute
gender over the total number of students. Thus we could able
to analyze how an input factor depends on the output variable;
whether it has any direct impact or not, and whether we can
remove this variable or not through some graphical structures.
Doing so will help in enhancing a clear picture of how an
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Fig. 2. Proportion of the data[13]

Fig. 3. Dataset Analysis[13]

attribute will help in better prediction. From the exploratory
data analysis of input variable gender, it is very clear that both
males and females are equally enrolling in the course which
further implies that there can be an equal probability for both
genders to get dropped out.
For the betterment of classification accuracy used TomeLinks

Fig. 4. EDA : Total proportion of students explored by gender

sampling method[16] so that most of the samples from the
majority classes are removed. The parameters changes are

sampling strategy=’auto’. The standard score of sample x is
calculated as[3]:

z = (x− u)/s (1)

where u is the training sample’s mean value and s is the
training sample’s standard deviation.

C. Module I: Week wise Scholar Classification using DNN

The research work proposes to utilize the Improvised
DNN model to develop the dropout forecast model and, in
advance, produce the predicted individual scholar’s dropout
likelihood[Fig. 5]. Creating such frameworks can distinguish
those researchers who are more likely to drop out before the
course completion and subsequently can give satisfactory steps
to bring them back.

Fig. 5. System Architecture

To way better assess the forecast execution of the week-
wise calculations, the data were isolated into 70% for training
and 30% for testing. Analyzing at-risk student’s weekly-based
activities as a first step toward building the dropout prediction
model performance toward intervention personalization for at-
risk students engaging in MOOCs [11]. An Improvised DNN
was built using hyper parameter optimization and by adding
layers one by one into the predetermined neural network
was able to create a sequential model which yields better
predictions[Fig. 6]. The Dense class is used to define fully
connected layers and here used the benefits of the dense class.
Before the activation function of the previous layer, a batch
normalization layer is introduced.

Dropout is used on the network’s hidden layers to reduce
overfitting. Dropout rates of 0.2, 0.3, and up to 0.6 were uti-
lized to improve the model’s performance. With a dropout rate
of 0.2 can get better outcomes. Different activation functions
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Fig. 6. Improvised DNN model

(sigmoid,tanh, and ReLU) were used in the hidden layers, and
it was shown that ReLU can process results better.

Hidden Layer- RELU[17]:

Relu(x) = max(0, x) (2)

Output Layer- Sigmoid[17]:

hθ(x) =
1

1 + e−θTx
(3)

Deep learning optimizes model tuning and selection for
its claim, saving a significant amount of human effort and
time. For each week, an improvised deep neural network
was described; in addition, forward and backward propagation
methods were utilized to train the weights, and batch gradient
descent was used to reduce the computational complexity in
this research. This analysis goes even further, proposing that
predicted dropout probability be used to customize and focus
interventions.

TABLE I
SPECIFICATIONS OF IMPROVISED DNN

Specifications Parameters used
Model Sequential
Dropout 0.2
Activation function ReLu
Loss Function Binarycross-entropy
Normalization Batch Normalization
Batch size 30
Epochs 100
Optimizer Adam

D. Module II : Weekly Status Updation

After using dropout expectation models to identify which
MOOC learners which are more likely to drop out each week,
advanced analysis can be done to see how the intervention
might be tailored to every individual. This section of the
research project intends to calculate each student’s dropout
likelihood for each week. Making use of Deep learning
algorithms could predict a student’s likelihood of dropping

out on a particular course.The model.predict proba()
function in Keras generates likelihood or course likelihood
expectations for the input tests. Taking this strategy allows
the following:

i.For driven decision-making, the tutors can provide efficient
feedback to the students, and thereby they can make their
studies even more fruitful.
ii.A ranking technique has been proposed to prioritize
intervention, by giving more concentration to those learners
who have a very high chance of dropout from courses.

E. Evaluation Criteria

The Confusion matrix together with the Area under Curve
(AUC) is assessed which gives an understanding of the pro-
posed technique and its potential for detailed classification.

The classification models value and efficiency were
measured utilizing the conventional measurements of
precision, accuracy, recall, and F1 score. Accuracy is
the calculation of the model’s predictions and all overall
expectations.

IV. EXPERIMENTAL RESULTS

We have implemented the proposed Early Feedback
Prediction System using Python 3.8 programming language
with IntelR Core i5-8300H CPU processor @ 2.30GHz and
Windows 10 RAM 8 GB.

Performed week wise classification of scholars in MOOCs.For
each week of a course considered the task of predicting, for
any student currently active in that particular week with the
help of a binary outcome variable that indicates whether the
scholar will complete that particular week or not. Conducted
this evaluation for five-week for all the students.

A. Analysis of Hyper Parameterized Results

The customized Deep Neural Network model was run at
different dropout rates, say 0.2,0.3,0.4,0.5,0.6, and found out a
dropout rate of 0.2 can able to produce better results and yield
better classification. The results of this particular experiment
are depicted in Table I and Fig 7. In Fig 7, the x-axis represents
every week of scholars,and the y-axis represents the dropout
values.

TABLE II
COMPARISON OF DNN MODEL OVER DIFFERENT DROPOUT RATES

Dropout Accuracy
0.2 0.9853
0.3 0.9826
0.4 0.9733
0.5 0.9656
0.6 0.9664

Since the yearly data set contains a total of 45,000 plus
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Fig. 7. Improvised DNN Model Results With Different Dropout Rates

scholars information, for getting a year static view per-
formed DNN classification along with other ML models.
The yearly data analysis model was trained using various
machine learning algorithms like Logistic Regression(LR),
Naive Bayesian(NB),Random Forest( RF) and Deep Neural
Network(DNN) and it was found that the model predicts better
for DNN which is being depicted in Fig. 8 and it provides a
clear picture of the results with respect to all of the evaluation
measures used in the study.

Fig. 8. Consolidated Results - Over a year

B. Week Wise Classification Performance

Dropout prediction models on a weekly basis were
built and performed week-wise classification of scholars in
MOOCs over five weeks. For each week considered the task
of predicting, any particular student currently active in that
particular week. This can be achieved with the help of a
binary outcome variable that indicates whether the scholar
will complete that particular week or not. Table III gives the
results of scholars over five weeks.

During week wise classification highest accuracy of 99%
was obtained for week 2. Week 2 yields better performance
than other weeks concerning the evaluation measures men-
tioned in Table III. Fig. 9 depicts the ROC curves along with
the AUC score of each week. The higher value of the AUC
Score was 99.2% for Week 5, and the lower value obtained
was 91.7% for Week 3.

TABLE III
COMPARISON OF DNN MODEL OVER 5 WEEKS

Week 1 Week 2 Week 3 Week 4 Week 5
Accuracy
score

0.985 0.99 0.97 0.98 0.98

Recall score 0.91 0.96 0.90 0.94 0.93
Precision
score

0.86 0.90 0.85 0.87 0.82

F1 score 0.88 0.91 0.86 0.89 0.87
AUC Score 0.932 0.986 0.917 0.958 0.992

Fig. 9. ROC-AUC Score of Different Weeks

C. Early Feedback System for At-Risk Learners

Created a ranking system, and a randomly generated rank
will be assigned to the scholar initially, and then if the rank
goes high he/she might be losing touch with the subject or vice
versa. Whenever the file is being called, it randomly outputs
the status of different students (provided the assumption stu-
dent id in every week is unique). Therefore can generate the
status level of every scholar over weeks and thus can find out
those at at-risk. Since its a ranking system the student with a
lower rank has better performance than the one with a higher
rank.

Fig. 10. Status Prediction :Scholar Id: 11516

If the scholar got the status You are going down, likely
to drop out more than two times(in 2 weeks) continuously
then he/she has a high chance of retention rate. At this point,

Authorized licensed use limited to: Indian Institute of Information Technology Design & Manufacturing. Downloaded on February 20,2024 at 04:20:09 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 11. Status Prediction :Scholar Id: 58

educators can offer assistance to personalize and prioritize
intervention for at-risk students. Fig. 10 and Fig. 11 are
showing the week-wise status of the scholars participating in
MOOCs. Using the dropout probability which was derived
from the DNN, a rank will be generated for each scholar and
if the rank goes up every week, then the model predicts at
which week the student is likely to drop out which is depicted
in both figures[Fig. 10 & Fig. 11]. However, if the rank value
goes down by each week, then the student can complete the
course. Thus the model can able to find the at-risk scholars
in MOOCs.

V. CONCLUSION & FUTURE SCOPE

MOOC is an incredible tool for the development of skill and
knowledge obtainment. MOOC education has brought a new
revolution in how education has been conveyed to the people
and can be considered an environmentally friendly method of
teaching. The study’s main objective was to take advantage
of the power of the deep learning algorithms in building the
dropout prediction models. The research was conducted in
two phases; in phase 1 a DNN model was built using hyper
parameter tuning and then a dropout probability was inherited
from the model for five weeks for every student. In phase
2, using this dropout probability model, the system could be
able to find the scholars who are most likely to drop out
using a ranking system. If the rank is going up sequentially
for every week means the student is more likely to drop out;
however vice versa the scholar has the least chance of dropout.
Thus with this approach, the system could help the instructors
to guide the scholars so that a high dropout rate could be
diminished to some extent using the personalized intervention.

Future considers can explore methods to advance the deep
learning forecast execution in MOOCs and can conduct similar
experiments on more online courses to examine whether deep
learning can be valuable in other instructive areas.
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